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ABSTRACT: Biomass pyrolysis is a promising technology for
the production of renewable fuels and chemicals from nonfood
biomass. Given the potential of pyrolysis as a viable, cost-
effective biomass deconstruction method, there is active
interest in understanding the chemical transformations at the
heart of the technology. It has long been known that the
presence of alkali- and alkaline-earth-metal ions in biomass,
such as Na', significantly alters product yields of biomass
pyrolysis, but the mechanism behind this effect has not been
elucidated. In this work, we employ density functional theory
(DFT) to reveal the stereoelectronic basis of the effect of
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sodium ions on several key glucose thermal decomposition reactions, such as the formation of levoglucosan and $-
hydroxymethylfurfural (S-HMF). #-p-Glucose is of interest for pyrolysis, as it is the monomer of cellulose and a key intermediate
in cellulose pyrolysis. a-D-Glucose is included in this study, as the two anomers can readily interconvert under pyrolysis
conditions. The computational results are consistent with the experimental results for a- and f-p-glucose pyrolysis with NaCl,
which demonstrate that the products are the same as those produced in neat pyrolysis, but with differing relative yields. We find
that the sodium ion changes the reaction rate coefficients to varying degrees, with approximately 70% of the reactions in this
study catalyzed by Na', approximately 25% inhibited by Na’, and the remainder showing virtually no effect on the rate
coefficient. The variations in how the ion modifies the rate coefficient reflect how the particular stereochemistry of the transition
state interacts with the ion. The sodium ions have a more subtle effect on reactant electronic structure. The results of this study
provide a molecular-level understanding of how naturally occurring salts act as catalysts in biomass pyrolysis.
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1. INTRODUCTION

Terrestrial plant biomass is an abundant source of renewable
carbon available to produce chemicals and energy-dense liquid
fuels.'~® Fast pyrolysis is a promising technology for converting
plant biomass into liquid bio-oil, which can be directly used to
power turbines or upgraded to provide platform chemicals and
drop-in liquid transportation fuels.*” ™ A current drawback to
pyrolysis is the diverse product distribution that can
significantly vary due to differences in feed and operating
conditions, and an inability to predict the product distribution,
thereby impeding efficient process design.w_14 Cellulose, a
homopolymer of #-p-glucose, is the most abundant component
of plant biomass, and unlike the other major biomass
components, hemicellulose and lignin, it has a highly regular
structure.” Initial efforts to create predictive models for product
yields from cellulose pyrolysis date to the 1970s, when Broido,
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Shafizadeh, and co-workers hypothesized simple kinetic models
of cellulose pyrolysis.">'® These models and subsequent
updates'”™"® empirically fit experimental results to a limited
number of lumped components and kinetic parameters. Such
empirical models do not require mechanistic knowledge of the
process chemistry and provide a computationally inexpensive
estimate of product yields, but they provide limited information
about product speciation, are valid only in the range of
conditions used in the model training data, and are not
extendable. Recent experimental efforts have determined
detailed product yields of neat cellulose pyrolysis,”*~>* and
experimental and computational studies have provided
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information on the elementary reaction mechanisms.

These studies and others allowed Vinu and Broadbelt to
build the first mechanistic model of cellulose pyrolysis,
accurately predicting cellulose pyrolysis product yields over a
variety of process conditions.”” Furthermore, their model
provides information that is inaccessible directly from experi-
ment, such as the temporal evolution of species, dominant
reaction pathways for the formation of key products, and
evidence that glucose is an important intermediate.

Unlike empirical models, mechanistic models are extensible.
Additional chemical reactions can be added to the existing
framework of the mechanistic model of neat cellulose pyrolysis
to benefit from new discoveries®”*" and to include additional
components of plant biomass. This work provides required
kinetic data to extend mechanistic models of glucose-based
carbohydrate pyrolysis to include the effects of inorganic salts.
Such salts are naturally present in biomass, and even small
amounts have a profound effect on the pyrolysis product
distribution.”””** Sodium is one of several common metals
found in biomass, and its effect on the product distribution
from cellulose pyrolysis is similar to that of other alkali and
alkaline-earth metals.**** Removing inorganic salts from
biomass feedstocks requires additional processing and adds
cost,*® and even small amounts of residual salts could drastically
change the yield distribution. Detailed product yields for
cellulose fast pyrolysis at 500 °C have shown that the presence
of NaCl decreases the yield of levoglucosan while increasing the
yield of water, char, and several low-molecular-weight species
such as carbon dioxide.>**"****7*8 Interestingly, the product
species do not change, only their relative amounts, suggesting
that salts alter relative rates for different pyrolysis reactions and
increase the overall rate of reaction.

While the effect of inorganic salts on cellulose pyrolysis
reactions is well-known, the physical basis for the differences
and guantitative effect on reactions has received little study to
date.”” Early proposals suggested that salts coordinate with
ionic intermediates of a heterolytic cellulose pyrolysis
mechanism, 235444550 although a concerted mechanism has
recently been shown to be more likely*® and has been shown to
provide results consistent with experiment.**™>" Yu et al.
suggested that ions such as Mg®* and Na* coordinate with the
ring oxygen, facilitating ring-opening reactions.** Saddawi et al.
used DFT to optimize several model reactant conformations
with a potassium ion and speculated that a sodium or
potassium ion could complex with a pyrolysis reactant or
intermediate to stabilize a particular conformation that
facilitates ring opening.>' Nimlos et al. performed electronic
structure calculations to study the effect of a sodium ion on
ethanol dehydration in the gas phase.>* They investigated the
transition states as well as the reactants and reported a lowering
of the activation energy from 67.4 to 60.0 kcal/mol and a rate
coeficient approximately 3 times higher in the presence of Na®.

In the present study, we explore the effect of sodium ions on
several key glucose pyrolysis reactions and compare the kinetic
parameters to our previous results with neat glucose.> As
noted in our previous study, glucose is an excellent choice for
electronic structure calculations to model cellulose pyrolysis
reactions, because this monomer of cellulose is also an
important cellulose pyrolysis intermediate.> Direct, exper-
imental evidence of intermediates is difficult because of their
fleeting nature. However, experimental evidence corroborating
glucose as an intermediate includes identification of glucose in
the product slate of cellulose pyrolysis.*”*”***> Theoretical
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modeling® " has provided a strong basis to suggest that many
of the low-molecular-weight species evolve from glucose,
providing a chemistry-based rationale behind why all products
formed from glucose pyrolysis are observed in the pyrolysis
products of glucose-based carbohydrates including cellu-
lose.2>*%%7 Several previous studies have found that the cation
of an inorganic salt such as NaCl interacts more closely with
carbohydrates than do anions such as CI7,*** justifying
continued focus on the effects of the cation on carbohydrate
pyrolysis reactions. Our previous simulation work indicates that
cations directly interact with the nucleophilic oxygens,*® which
are central in the dominant reactions in carbohydrate pyrolysis,
dehydration, and isomerization.>>7>%*>3° In contrast, the
counterion, Cl~, was preferably located farther from the
carbohydrate reaction centers, interacting instead with the
partially positively charged hydrogen atoms.”® These data
indicate that the role of anions in carbohydrate pyrolysis may
primarily lie in their affinity for binding with the cation,
competing with cation—carbohydrate interactions, rather than
directly affecting carbohydrate reaction kinetics.

The present work provides a valuable extension to the study
by Nimlos et al,> as the larger substrate offers multiple low-
energy sites for interaction with the ion®® in addition to
multiple reaction sites.> We present experimental results for
glucose pyrolysis in the presence of NaCl to determine the
extent of its effect on pyrolysis of the monomer and to provide
context for the DFT study. Capturing the electrostatic
environment of carbohydrate pyrolysis, the DFT calculations
determine how the kinetics of key glucose pyrolysis reactions
are affected under sodium’s influence. They provide an
electronic-level basis to understand such effects that can be
extrapolated to apply to other alkali and alkaline-earth metals
and to additional carbohydrate decomposition reactions in
similar reaction families. While the reaction network of glucose
pyrolysis is too complex to allow direct comparison of the DFT
and experimental results, this study provides the data required
to build a microkinetic model of carbohydrate pyrolysis capable
of verifying the computational results.

2. EXPERIMENTAL METHODS

Glucose was purchased from Fisher Scientific and had an
ignition residue <0.002%, heavy metals <5.0 ppm, and iron <5.0
ppm, which were sufficiently low so as to eliminate the metal
ion catalytic effect during pyrolysis.** For the impregnated
glucose samples, the required amount of NaCl was measured in
a beaker and then 1.0 g of glucose was added followed by 25
mL of methanol. With stirring, the mixture was completely
dissolved and then the methanol was evaporated at 40 °C in an
oven to yield a single solid.

The pyrolytic and analytical procedures have been
thoroughly discussed in our previous work.>® In short, a
single-shot micropyrolyzer (Model 2020 iS, Frontier Labo-
ratories, Japan) was used for the pyrolysis experiments. To
perform an experiment, a deactivated stainless steel sample cup
loaded with approximately 500 ug of sample was dropped into
a quartz pyrolysis tube. The quartz tube was surrounded by a
tubular furnace, which provided uniform heating and
maintained the pyrolysis temperature of 500 °C used in this
work. As demonstrated previously, maintaining a sample weight
between 200 and 800 ug and particle size less than 75 pym
ensured negligible heat transfer and mass transfer limitations.**
Once generated, the volatile products were swept by helium gas
into a Bruker 430-GC instrument through a deactivated needle.
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For product identification, the GC was connected to a mass
spectrometer (MS) (Saturn 2000), which used the electron
ionization mode with a 10 gA emission current in the m/z
range between 30 and 300. The mass spectra of the peaks were
compared with standard spectra of chemical compounds within
the NIST library database. The chemical identities were verified
by running standards of the matching chemicals in the same
GC-MS system and comparing their retention times with those
of the glucose pyrolytic products.

After product identification, a flame ionization detector
(FID) was substituted for the MS for product quantification.
The FID was held at 250 °C with an air flow rate of 300 mL/
min and hydrogen flow rate of 30 mL/min. The pure
compounds used in product identification were also used in
calibration of the FID results. Linear calibration curves (R* >
0.95), correlating the FID peak area with the standard
concentration, were obtained by running four concentration
levels for each pure standard. To quantify levoglucosan-
furanose, 1,4:3,6-dianhydro-a-p-glucopyranose, and levogluco-
senone, the calibration curve for levoglucosan-pyranose was
used.

For CO and CO, quantification, the split line of the GC was
connected to a De-Jaye gas analyzer equipped with an infrared
detector. The concentrations of CO and CO, were recorded
every 1 s, and thus the yields of CO and CO, could be
calculated by summing the amount of gas generated over time
using the known overall gas flow rate. The char yield was
obtained by weighing the sample cup before and after pyrolysis
using a Mettler Toledo microbalance with a sensitivity of +1

Hg:
3. COMPUTATIONAL METHODS

QM calculations were conducted using a methodology
consistent with our recent modeling of neat glucose pyrolysis
reactions.>® Briefly, we employed Gaussian 09 rev C** with the
M06-2X°" functional and 6-311+G(2dfp) basis set,*>*
specifying the “tight” optimization convergence criteria and
“ultrafine” integration grids. The electrostatic environment of
glucose pyrolysis was emulated using the PCM implicit solvent
model®® for ethanol. As noted in our previous work,> the
dielectric constant of glucose has been reported to be 21.0 at
150 °C and is expected to be slightly greater at 500 °C.%°~¢"
We have previously validated that incorporation of implicit
solvent effects in a system including a unipositive charge yields
satisfactory model conformations consistent with simulations
that explicitly include solvent molecules and differs from
calculations performed purely in vacuo.>® Natural population
analysis and natural bond orbital (NBO)®® analysis were
performed using NBO 6.0.”

We explored the potential energy landscape of all stationary
points to seek low free energy conformations. All local minima
were verified to have zero imaginary frequencies. Transition
states were verified to have exactly one imaginary frequency,
and the intrinsic reaction coordinates were followed from each
transition state to connect it with the correct local minima,
using the Hessian-based Predictor—Corrector integration
method.”*™"? As in our previous work,*? frequencies were
scaled with factors reported by Merrick et al.”* for the M05-2X/
6-311+G(2df,p) level of theory: 0.9663 for zero-point vibra-
tional energy, 0.9444 for fundamental frequencies, 0.9168 for
low frequencies (wavenumbers less than 260 cm™), 0.9297 for
enthalpy calculations, and 0.9206 for entropy calculations. To
obtain kinetic parameters, reaction rate coefficients were
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calculated at 100 K intervals between 300 and 1500 K using
transition state theory”> with a 1 M ideal solution as the
standard state, and the results were fit to the Arrhenius
equation. We focus on relative rate coefficients and on E, in
our comparison of reactions, since any inaccuracies in
frequency calculations affect A more than E,, and differences
in reaction rate coefficients in a given reaction family are
primarily due to differences in E,. Thus, the relative rate
coefficients among families are of greater importance than the
absolute values.

4. RESULTS

4.1. Glucose Pyrolysis with NaCl. Figure 1 displays results
of pyrolyzing glucose with varying amounts of NaCl, from 0 up
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Figure 1. Key pyrolysis product yields of samples with between 0.00
and 0.34 mmol of NaCl per g of glucose. A full list of product yields is
included in the Supporting Information. Numbers in parentheses
correspond to numbers in Scheme 1.

to 2 wt % (0 mmol of NaCl/g of glucose to 0.34 mmol of
NaCl/g of glucose). For clarity, products with less than 1 wt %
yield in all cases were omitted from the figure; a full list of
product yields is included in the Supporting Information.

The complex, nonmonotonic response of product yield to
increasing NaCl loading is an outcome of the many competing
reactions involved in carbohydrate pyrolysis,*>™>>**?* and the
various degrees to which the rate coefficients of these reactions
can be affected, as discussed in the following section. While the
effect of NaCl is less pronounced in glucose pyrolysis, the
major trends previously reported for cellulose pyrolysis with
NaCl are generally present. In the pyrolysis of glucose with
NaCl, the yield of furans, such as S-HMF, a major product from
glucose pyrolysis, does not appear to significantly change with
different NaCl loadings.* However, the presence of NaCl
results in a decrease in levoglucosan and anhydrosugar yield
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Scheme 1. Elementary Steps Included in This Study: (A) Conversion of - and a-p-Glucose (1 and 2) to S-HMF (9); (B) 1,2-
Dehydration Reactions of Open p-Glucose (3); (C) 1,2-Dehydration Reactions of f-p-Glucose (1) to Cyclic Enols; (D) 1,2-
Dehydration Reactions of a-p-Glucose (2) to Cyclic Enols; (E) 1,2-Dehydration Reactions of the gem Diol (17); (F) 1,2-
Dehydration Reactions of the Carbaldehyde (7); (G) Conversion of - and a-p-Glucose (1 and 2) to the Pyranose Form of
Levoglucosan (40); (H) Conversion of Open p-Glucose (3) to the Furanose Form of Levoglucosan (43)
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Table 1. Kinetic Parameters” for the Elementary Steps Shown in Scheme 1

reaction

13
23
34
4 < p-s
4 < a5
/-5 < 6 + H,0
a-5 < 6 + H,0

6 < trans-7

trans-7 < 8 + H,0O

8 <9+ H,0

6 < 8 + H,0

3 < 10 + H,O
10 < 11 + H,0
11 & 9 + H,0

3 — cs-7 + H,0

3 < 12 + H,0
12 < 13

13 & f-14

13 & a-14

p-14 « 8 + H,0
a-14 < 8 + H,0

1o 15+ H,0
15 & 12
12 & 11 + H,0

2 & 16 + H,0
16 & 12

117

17 & trans-7 + H,O

17 < 6 + H,0

2 < trans-7 + H,0

3 < 10 + H,0
3 < 12 + H,0
3 < 18 + H,0
3 - 19 + H,0
3 - 20 + H,O0
3 - 21 + H,0
3 - 22+ H,0

1< 15 + H,0
1 - 23+ H,0
1-24+H,0
1-25+H,0
1 - 26+ H,0
1 - 27+ H,0
1 - 28 + H,0

forward direction with Na*

reverse direction with Na*

Ey

46.3
46.9
36.5
38.2
37.1
S1.6
53.4
62.6
46.0
574

383

75.5
54.5
63.3

63.0

56.4
67.5
32.7
353
56.2
61.8

70.8
42.3
67.5

70.4
43.7

72.7
40.9

67.1

63.6

75.5
56.4
75.4
77.9
70.1
71.8
67.2

70.8
59.0
80.5
76.5
78.5
75.2
75.1

A

2.7 X
6.6 X
2.6 X
4.1 X
4.7 X
2.5 X
3.6 X
29 X
1.1 X
23 X

9.1 X

6.0 X
8.6 X
8.8 X

9.8 X

23 X
3.7 X
54 X
1.3 X
1.7 X
54 X

21X
9.3 X
12 X

2.0 X
1.8 X

1.5 X
2.6 X

1.1 X

5.9 X

6.0 X
23 X
6.8 X
2.0 X
1.7 X
5.6 X
52X

2.1 X
8.2 X
5.8 X
1.0 x
19 X
6.7 X
1.5 X

1014
1013
1012
1011
1011
1013
1014
1012
1011
1015

1012

1015
1012

1013

1013
1013
1011
1012
1014
1014

1012
1013
1015

1012
1013

1014
10"

1014

1014

1015
1013
1014
1015
1014
1014
1014

1012
1013
1013
1014
1014
1013
1014

koo oc kna*/ Kpeat
Scheme 1A
Gray Path
22 % 10 11.0
3.7 2.3
12 x 107 4.5
6.5 0.2
1.6 X 10 2.3
6.3 X 1072 0.5
2.8 X 107! 7.7
5.8 x 1076 0.4
1.1 X 1072 7.0
14 x 107! 106.2
Purple Path
1.3 x 107 1.7
Brown Path
2.7 X 107° 1.9
33 %1070 0.8
1.1x 107" 0.0
Red Path
14 x 107* 1.9
Light Green Path
2.6 %1073 0.6
29 x 107¢ 3.5
3.0 X 10? 1.9
1.4 x 107 3.3
2.1 %1072 15.1
1.7 x 1073 15.8
Orange Path
2.0%x 1078 1.6
1.0 X 10* 12.4
1.0 X 107* 284
Yellow Path
24 %1078 32
7.9 27
Blue Path
40 x 1077 329
7.3 1.5
Light Blue Path
1.1 x 107° 0.8
Dark Green Path
6.0 x 1074 52
Scheme 1B
2.7 X 1076 1.9
2.6 %1073 0.6
32 x 1077 15.0
1.9 x 1077 1.1
2.5 x107° 2.7
3.4 %1076 1.1
51x107° 9.7
Scheme 1C
2.0x 1078 1.6
1.6 x 1073 6.7
9.8 X 107 LS
23 %1078 1.0
12 x 1078 0.6
3.5%x 1078 1.0
83 x 1078 22
196

37.8
37.3
39.8
40.7
41.7
36.4
36.1
63.1
46.0
65.4

65.6
57.2
63.3

53.0
66.1
41.5
44.8
432
48.1

59.8
41.5
63.7

59.2
42.0

67.9
27.2

54.0

65.6
53.0
76.2

A

1.1 X
13 X
9.1 X
9.2 X
1.7 X
5.1 X
47 X
12 X
3.6 X
3.0 X

12 X

49 X
6.3 X
8.8 X

3.0 X
1.0 X
11X
3.6 X
52X
12 X

8.0 X
1.3 X
5.6 X

5.9 X
1.6 X

12 X
12 X

8.7 X

1.1 X

49 X

3.0 X
29 X

8.0 X

1013
1012
1011
1012
1013

107
1011

10°

1013
1014
1014

108
10°
1012

107

10°
1011

10°

kSOO °C kNa’/kneat
22 X 10° 112
3.7 %10 3.1
5.1 22
2.8 X 10 0.7
2.7 X 10 2.1
26 x 1074 02
29 x 1073 8.6
1.8 x 1077 0.6
3.6 X 1077 9.4
9.6 x 1071 113.5
1.3 x 107+ 3.5
14 x 107 0.8
40 x 10710 3.6
1.1 x 107 16.8
29 x 107 0.6
2.0 x 107° 2.6
1.9 x 10? 44
7.4 X 10 4.1
31x10°° 9.7
3.1 %x107¢ 19.5
1.0 x 107 2.0
24 9.4
54 x 1074 55.8
1.1 x 107! 83
2.0 x 107! 1.3
7.3 % 1077 189
25 %1073 5.7
46 x 1078 0.8
3.8 X 1077 14.8
14 x 1071 0.8
29 x 107 0.6
84 x 1078 22.6
1.0 x 1071 2.0
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Table 1. continued

forward direction with Na*

reverse direction with Na*

reaction EA A k500 °C kNa’/kneat EA A kSOO °C kNa‘/kneat
Scheme 1D
2 & 16 + H,0 704 2.0 X 10" 24 x107° 32 59.2 5.9 x 10° 1.1 x 107! 83
2 - 29 + H,0 74.9 2.7 x 10" 1.7 X 1077 14
2 — 30 + H,0 79.0 5.5 x 10" 2.5 %1078 0.5
2 - 31 + H,0 75.5 4.1 x 108 1.8 x 1078 0.2
2 - 32+ H,0 74.1 2.1 X 10" 23 %1078 49
Scheme 1E
17 < 6 + H,0 67.1 1.1 x 10" 1.1x107° 0.8 54.0 8.7 x 107 4.6 x 107* 0.8
17 < trans-7 + H,0 40.9 2.6 X 10" 7.3 1.5 27.2 12 x 10° 2.5 %x 1073 5.7
17 - 33 + H,0 67.2 2.1 x 10" 2.1 x 1077 1.3
17 - 34 + H,0 71.1 7.1 X 10" 54 %1078 1.0
17 - 35 + H,0 70.5 7.6 X 10 88 x 1078 0.5
17 - 36 + H,0 69.7 2.1 X 10" 4.0 x 1078 0.3
Scheme 1F
trans-7 < 8 + H,0 46.0 1.1 x 10" 1.1 X 107 7.0 46.0 3.6 X 10° 3.6 x 1077 9.4
trans-7 — 37 + H,0 68.0 1.1 x 10" 63 x 1078 0.8
trans-7 — 38 + H,0 65.7 1.1 x 10" 2.9 x 1077 2.1
trans-7 — 39 + H,0 64.1 1.5 x 10" 12 x 1077 1.7
Scheme 1G
1 < 40 + H,0 474 42 x 10" 1.7 x 10! 52.3 422 12 x 10" 14 x 107! 41.6
2 & 41 + H,0 77.0 32 x 10" 55 %1078 0.1 14.3 1.0 x 107 9.4 X 10* 02
41 < 40 25.1 1.4 x 10" 1.1 x 10* 0.5 81.4 5.7 x 10" 53 % 1070 0.5
Scheme 1H
3o 42 33.6 1.6 x 10" 5.0 X 10 2.7 39.5 5.5 x 10 3.8 X 10 1.5
42 < 43 + H,0 512 1.4 x 10" 46 x 107 2.1 37.3 1.1 x 10° 29 x 1072 26.4
3o 4 35.5 7.2 x 10" 6.6 X 10 22 38.6 3.7 X 10" 4.6 X 10 2.1
44 < 45 + H,0 69.1 3.7 x 10" 1.1 x107° 0.8 13.9 4.0 x 10° 47 x 10* 12
45 & 43 26.3 49 x 10" 1.8 x 10* 1.7 70.3 22 % 108 29 x 1077 8.1

“E, values are given in kcal/mol; for unimolecular reactions, the units of A and k are s™*; for bimolecular reactions, the units of A and k are M™* s

-1

and an increased yield of char, confirming that inorganic salts
affect glucose pyrolysis. The alterations in the glucose pyrolysis
product distribution are similar to those reported for cellulose
pyrolysis with NaCl,**73%*"*>* suggesting that understanding
the effect of NaCl on glucose pyrolysis will be useful for
understanding the effect for cellulose pyrolysis.

4.2. Effect of Na* on Key Glucose Pyrolysis Reaction
Steps. Many key reactions in carbohydrate pyrolysis involve
dehydration and isomerization.**~>%2930495276 1 this work,
we focus on an important subset of these reactions, namely
those involved in the evolution of S-HMF and levoglucosan, as
well as a variety of competing decomposition reactions shown
in Scheme 1, where each arrow represents an elementary step
for which we have isolated transition states. Scheme 1A
portrays competing reactions than can convert f-p-glucose (1)
into S-HMF (9), including via interconversion to a-p-glucose
(2) through open p-glucose (3). The different colors
correspond to different hypotheses of the most kinetically
significant paths under pyrolysis conditions. The gray pathway
represents an often-referenced pathway through p-fructose (4)
and a-p-fructose (a-5) or f-p-fructose (f3-5). Pathways in other
colors represent alternative routes to S-HMF, such as blue
pathways, through a gem diol (17), and the purple step,
bypassing a carbaldehyde (7) in the “via fructose” (gray)
pathway.’®> Examining this variety of pathways allows
determination of whether the same pathways will be kinetically
dominant upon inclusion of inorganic salts. The reactions in
Scheme 1B further elucidate the effect of Na* on competing
reactions, in this case the full complement of open D-glucose
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(3) 1,2-dehydration reactions, of which two such reactions are
invoked in glucose to S-HMF pathways. Similarly, Scheme 1C
explores other 1,2-dehydration reactions of f-p-glucose (1) to
cyclic enols, beyond the one option invoked in Scheme 1A.
There are fewer 1,2-dehydration reactions of a-p-glucose (2) to
cyclic enols, shown in Scheme 1D, in comparison to Scheme
1C, due to the differing orientation of the anomeric hydroxyl
group. Scheme 1EF further explores reactions that can
compete with those in Scheme 1A, specifically the full
complement of 1,2-dehydration reactions of the gem diol
(17) and carbaldehyde (7), respectively. Scheme 1G presents
the mechanisms for producing the pyranose form of
levoglucosan (1,6-anhydro-f-p-glucopyranose; 40) directly
from f-p-glucose (1) or from a-p-glucose (2) via a carbene
intermediate (41). Finally, Scheme 1H presents the mecha-
nisms for producing the furanose form of levoglucosan (1,6-
anhydro-f-p-glucofuranose; 43) from f-p-glucofuranose (42)
or a-D-glucofuranose (44) by means of a carbene intermediate
(45). Either furanose form of glucose can be formed by ring
closure of D-glucose (3), which in turn can be formed by ring
opening of a- or f-p-glucose, as shown in Scheme 1A. The
findings for the reactions in this study can be extrapolated to
other carbohydrate decomposition reactions according to the
reaction family approach.””

We recently determined the kinetic parameters for each of
these steps in the absence of any catalyst.> In the present work,
we determine how the presence of Na' catalyzes these
reactions. Some reactions found to be kinetically insignificant
in the previous study were not included in this study, such as
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conversion of 6 to 8 via a cis-7 intermediate. For that path, the
route through cis-7 would not be competitive with conversion
via trans-7 even if Na* increased the rate coeflicients by more
than S orders of magnitude. Such an increase would be far
beyond the maximum increase of 2 orders of magnitude for the
reactions included in the present study. Similarly, we did not
include several reverse reactions that would require water to act
as a reactant, as they are expected to be kinetically insignificant
due to a very low concentration of water, which readily
volatilizes under fast pyrolysis conditions. The present work
maintains the same numbering scheme as used in the neat
glucose decomposition study to aid comparison of results.

As detailed in another recent work,*® there are a profusion of
low-energy conformations of glucose with a sodium ion,
resulting from the combination of carbohydrate rotamers with
the multiple favorable positions for the ion to associate with the
carbohydrate. We repeated our search for low-energy
conformations of a- and f-p-glucose bound with Na*, this
time employing implicit ethanol as the solvent to mimic the
glucose pyrolysis electrostatic environment. The results were
similar to those previously reported using implicit water as the
solvent, with the lowest-energy conformations of a-p-glucose-
and f-p-glucose-Na* adopting chair orientations for the ring
geometry.”® A similar investigation of low-energy conforma-
tions was required for each stable point, investigating the
degrees of freedom due to exocyclic group rotations and
various positions of the sodium ion. Additionally, in many
cases, the lowest energy conformation of a transition state
employed a puckered conformation®® for the ring geometry.
Images of the three-dimensional structures of the lowest free
energy conformation found for each stable point are included in
the Supporting Information, as are the atomic Cartesian
coordinates, electronic energies, enthalpies, and free energies.
The presence of a sodium ion did not lead us to fundamentally
different reaction mechanisms; the most energetically favorable
mechanisms obtained were for concerted bond cleavage and
formation, as found with neat glucose decomposition, rather
than favoring heterolytic or homolytic cleavage. However, the
kinetic parameters were significantly perturbed, as shown in
Table 1 in the ratio of the rate coefficients at 500 °C for the
elementary step when sodium is present to when it is absent
(kna'/kpeat)- We used the lowest free-energy conformations to
calculate kinetic parameters, corresponding to the conforma-
tions that provide the largest rate coefficient at 500 °C, which
do not always correspond to the lowest E, value. For the set of
reactions in this study, the effect of the sodium ion ranges from
increasing the rate coefficient by 2 orders of magnitude to
decreasing it by more than 2 orders of magnitude, with about
70% of the reactions catalyzed by Na*, about 25% inhibited by
Na*, and the remainder showing virtually no effect on the rate
coefficient. The average value of the ky,*/k,, ratio is 5.9, with a
14.0 standard deviation. The positive mean value is consistent
with the experimentally observed overall increased rate of
reaction when inorganic salts are present,33’40 while the large
standard deviation reflects a broad range of effects, consistent
with the observed changes in relative product yields.

Given the diversity of the effect that Na* has on different
reactions and even reactions in the same family, we sought to
rationalize these effects on the basis of other information
available from the high-level electronic structure calculations
completed in this study. The Cartesian coordinates and three-
dimensional images of the stable points presented in the
Supporting Information in this paper and our previous work
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without ions*> show that the lowest-energy conformations with
sodium present are typically quite similar to the neat
conformations, often employing only different orientations of
hydrogen atoms to accommodate the sodium ion. Some of the
cyclic molecules adopt a different orientation for the
hydroxymethyl group, and it is quite common for the backbone
structures of the noncyclic molecules to adopt a fairly linear
alignment of the carbon backbone when no ions are present
and a more curved alignment when Na® is present.

Figures 2 and 3 compare selected reactants and transition
states, respectively, in the absence or presence of a sodium ion.
The noted interatomic distances and partial charges are for the
atoms involved in the reaction centers for the reactions shown
in Figure 3. As was the case with a- and f-p-glucose with
implicit water,*® the presence of a sodium ion did not
significantly perturb reactant structures, as shown in Figure 2.
In these examples, bond lengths were perturbed by no more
than 0.01 A (overall RMSD of 0.00 A for values shown),
implying little effect on bond strength, and NBO partial charge
differences of no more than 0.062 au (RMSD of 0.016 au for
the values shown, omitting the Na* partial charge).

Despite minimal changes to reactant conformations, notable
changes were observed in the transition state structures, as
demonstrated in Figure 3. Comparing the partial charges of the
neat reactants and neat transition states reveals evolution of
charge separation at the reaction centers of the transition states,
illuminating why the sodium ion interacts more intimately with
the transition state structures. Accordingly, the perturbations
on NBO partial charges are larger than those for the reactants,
with differences in NBO partial charges in some cases
exceeding 0.1 au (overall RMSD of 0.048 au for values
shown, omitting the Na' partial charge) and the distances
between atoms in the reaction centers can differ by more than
0.2 A (RMSD of 0.08 A for values shown). Not surprisingly, the
transition state that displays the most perturbed structural
parameters (the transition state for 8 — 9, Figure 3H)
corresponds to the reaction with the rate coeflicient most
significantly altered by the presence of Na* (ky,'/kneos = 106).
In this case, Na* stabilizes an “exploded” transition state, with
the leaving O4 2.59 A from C4, an increase of 0.20 A, and 0.14
A farther from the hydrogen it will abstract.

In the 8 — 9 transition state, the sodium ion is located near
the reaction center. However, adjacency of the cation is not
required to have a large effect on the reaction rate, as shown in
Figure 3E. In this transition state leading from f-p-glucose to
levoglucosan (1 — 40 + H,0), the Na* is not adjacent to the
reaction center, yet its presence increases the rate coeflicient 52
times. As verified by NBO analysis, the O3 hydroxyl group
strongly stabilizes the transition state both with and without
Na" present. In the transition state with Na* present, the ion is
closest to O3 (2.25 A apart) and increases the O3 hydroxyl
group stabilizing interactions with the reaction center,
according to NBO second-order perturbation theory. The
effect of the ion is further evidenced by changes to the atomic
structure: when Na' is present, the O3—HO3 bond elongates
from 1.03 to 1.06 A and the HO3—06 distance shortens from
1.48 to 1.38 A. Clearly, there are multiple ways that metal ions
can stabilize transition states, and the mechanism is not limited
to direct interaction of the ion with atoms in the reaction
center.

Conversely to Figure 3E, showing that Na* resulting in little
change in reaction center distances and partial charges do not
necessarily correspond to little effect on rate coeflicient, Figure
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Figure 2. Comparisons of conformation, key distances, and partial
charges in the absence of a sodium ion (molecule on left in each pair;
neat structures from Mayes et al.>*) or in its presence (molecule on
right), for the following selected reactants (identified by index
numbers corresponding to those in Scheme 1): (A) f-p-glucose (1);
(B) a-p-glucose (2); (C) p-fructose (4); (D) S-p-fructose (f-5); (E)
dihydrofuran precursor (8) to S-HMF. Numbers in blue indicate
distances in A, including the RMSD of the distances shown, and
numbers in red indicate NBO partial charges in au, including the
RMSD of the labeled partial charges (Na* partial charges not included
in the RMSD).

3C shows that Na* perturbing reaction center distances and
partial charges does not necessarily correspond to altered rate
coefficients: several distances at the reaction center of the
dehydration 1 — 27 + H,O are perturbed by more than 0.1 A
while the rate coefficient is unaffected. As a further illustration
of range of sodium ion effects, the transition state structures for
the dehydration reaction -5 — 6 + H,O are virtually identical
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with and without Na® present, while the rate coeflicient is
depressed by Na* (Figure 3G).

Figure 3A-D compares the effect of Na" on the same reaction
with either - or a-p-glucose (1 or 2). The ky,"/kpeqy value of 11
for the ring-opening reaction 1 — 3 is greater than that for 2 —
3, which has a ky,"/k,e, value of 2, and the value of ky,"/kpeq
for the dehydration reaction 1 — 27 + H,O is unaffected while
that for 2 = 31 + H,O is decreased. For these pairs, the
sodium ion is located at different positions, attributable to the
differences in stereochemistry of the anomers and emphasizing
the role of stereochemistry in how ions differently affect
different transition state structures.

5. DISCUSSION AND CONCLUSIONS

Heterolytic cleavage had been proposed to explain the drastic
change in product yields during the pyrolysis of cellulose due to
the presence of inorganic salts such as NaCL>>**#>4%787% The
finding that concerted reactions likely dominate at pyrolysis
temperatures®® reopens the question of why and how the
presence of inorganic salts perturbs pyrolysis product yields. In
this work, we showed that, even for concerted reactions, metal
ions can perturb rate coeflicients by more than 1 order of
magnitude by interaction with charge-separated transition
states, a classic catalytic or inhibitory mechanism.5°™% The
rate coefficient for the majority of the reaction steps increased,
consistent with the experimental observation of increased
reaction rate when inorganic salts are present.>>*" Significantly,
not all rate coeflicients for the reactions studied increase due to
the presence of Na*, and the effect varies in magnitude. This
provides an important extension to the earlier work by Nimlos
et al.>> by highlighting that the effect of the metal ion depends
not just on reaction type (e.g,, dehydration) but also on the
stereochemistry at and around the reaction center. While this
study did not examine every elementary step important in
glucose pyrolysis, the range of isomerization and dehydration
steps explored provides a basis for extrapolating kinetic
information on other important, similar elementary steps—
such as those involved in fragmentation reactions to CO, CO,,
and glycolaldehyde—using a reaction family approach.””

Perturbations to rate coefficients for the same reaction
network, rather than altering the reaction network, are
consistent with the observation of the same products from
pyrolysis of neat glucose and glucose with NaCl present, but
different product yields. Polysaccharide pyrolysis involves a
complex reaction network comprised of many more reactions
than those considered here,”>~>>**73! and the relative rates of
many competing reactions ultimately determine product yields.
For example, while the rate of levoglucosan formation from f-
p-glucose is increased by Na* to a greater extent than the ion
increases the rate of p-p-glucose ring opening, the rate
coefficient of ring opening remains greater in magnitude. A
microkinetic model, which incorporates the elementary steps
and kinetic parameters to determine species concentration over
time, is required to quantitatively evaluate the accuracy of the
DEFT results. Importantly, this study presents kinetic parameters
required for such a microkinetic model, allowing extension of
microkinetic models of pure polysaccharide pyrolysis to include
this important component of natural biomass. Additionally, it
provides an important framework for understanding the effect
of inorganic salts on the reaction network, namely the
interaction of ions with charge separation that evolves at the
transition state structures.
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Figure 3. Comparisons of conformations, key distances, and partial charges in the absence of a sodium ion (molecule on left in each pair; neat
structures from Mayes et al.>*) or in its presence (molecule on right), for the following selected transition states: (A) ring opening of #-p-glucose (1)
to D-glucose (3); (B) ring opening of a-p-glucose (2) to p-glucose (3); (C) dehydration of f-p-glucose (1) to a cyclic enol (27); (D) dehydration of
a-p-glucose (2) to a cyclic enol (31); (E) dehydration of f-p-glucose (1) to levoglucosan (40); (F) ring closing of p-fructose (4) to f-p-fructose (/-
5); (G) dehydration of f-p-fructose (f-5) to an enol (6); (H) dehydration of a dihydrofuran (8) to S-HMF (9). Numbers in blue indicate distances
in A, and numbers in red indicate NBO partial charges in au. For each transition state, the ky,"/k,e, values from Table 1 are listed, as well as the
RMSD values for the labeled distances (RMSD in blue) and labeled partial charges (RMSD values in red, omitting Na* partial charges).
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